
Scene Modeling Photometry

‣ Holtzman et al. (2008)
‣ Default PHOTO processing produces “corrected” 

frames (fpC files).  Bias-subtracted, flat-fielded, 
astrometry, bad pixel flags, determine PSF.
‣ Uses the Ivezic et al. (2007) star catalog for relative 

photometric calibration.   Determine zeropoints of 
each frame.  Scatter around the best fit provides 
photometry uncertainty floor.
‣ Apply absolute flux calibration refinement (AB 

offsets) derived from white dwarfs and solar 
analogs.



Flux extraction technique
‣ No resampling of images.  No PSF degradation.
‣ Take 2048x1024 pixel section centered on the SN 

candidate.
‣ Determine background in 25 subsections (5x5) 

and fit a slowly-varying function.
‣ Determine spatially-varying PSF using DAOPHOT.
‣ Model the calibration stars and SN+galaxy as:
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of the brightest star in the field. A constant PSF gives an adequate
representation (in most cases) over the moderately small image
subsection that we use. In any case, there are generally too few
stars to derive an accurate PSF model with spatial variation. The
PSF representation is made using the PSF characterization of
DAOPHOT (Stetson 1987): a Gaussian integrated over pixels is
fit to the brightest PSF star, and the residuals from this Gaussian
are stored in a lookup table at 0.5 pixel spacing. The removal of
an underlying Gaussian minimizes the effect of interpolation
errors in the lookup table. For any additional PSF star, the
integrated Gaussian from the brightest star is fit to each star
individually, and the residuals are interpolated and added to the
lookup table to reduce noise. The PSF is assumed to be zero
beyond a specified PSF radius.

We then proceed to fit a model to the observed data. At each
pixel with coordinates (x, y) and in a given filter, the model for
the flux is given by

M(x, y) = sky(x, y) + S




∑

stars

IstarPSF(x − xstar, y − ystar)

+ ISNPSF(x − xSN, y − ySN)

+
∑

xg,yg

G(xg, yg)PSF(x − xg, y − yg)



 , (1)

where x and y are the horizontal and vertical pixel indices,
respectively, M(x, y) is the total model intensity (DN) at each
pixel, Istar is the known total calibrated brightness of each star,
ISN is the unknown total calibrated SN intensity, PSF(∆X, ∆Y )
is the measured fraction of light from a star as a function of
the distance of each pixel from the stellar position, G(xg, yg)
represents the unknown grid of galaxy intensities, and sky(x, y)
is the measured background value at each pixel. S is the
unknown frame scaling factor that converts the calibrated fluxes
to DN on each individual frame. The positions (xstar, ystar)
and (xSN, ySN) are the pixel coordinates of the stars and SNe,
respectively, which are derived from their celestial positions and
an astrometric solution for each frame.

The fits are weighted by the expected errors from photon
statistics and readout noise, using the gain (G; the number of
DN per detected photons) values for each camera column and
each filter as given in the SDSS fpAtlas files. We adopted
σrn = 5 electrons for the readout noise; technically, the readout
noise varies from chip to chip, but a single typical value was
adopted since it is a negligible noise source. Specifically, we
minimize

χ2 =
∑

xy

(O(x, y) − M(x, y))2

(
M(x, y)/G +

( σ 2
rn

G2

)) , (2)

where O(x, y) is the observed value at each pixel. Operationally,
we limit the model to include stellar (and SN) flux out to a
PSF radius of 5 arcsec from the center of each object. Due to
lower signal-to-noise in the outer regions of the PSF, only pixels
within a specified fitting radius (which is taken as 3 arcsec or
the measured FWHM of the PSF, whichever is larger) are used
in adjusting the fit parameters, but the contribution of objects
out to 5 arcsec is included in the model.

Since the model is nonlinear in the fit parameters, the solution
is iterated from a starting guess. Adjustments to the initial
parameters are computed using the full Hessian matrix, using
a Levenberg-Marquardt scheme. If the fit has abnormally large
χ2 after several iterations, the weight of pixels with large χ2

(> 2.5σ ) is decreased; this attempts to prevent bad pixels from
corrupting the fit quality. The fit is judged to converge when all
of the point source intensities do not significantly change in an
iteration.

The first step in solving for the model parameters is to deter-
mine accurate stellar positions for the stars on the calibration
list. The initial positions from the calibration catalog are aver-
age positions from the pre-SN template catalog. However, since
the SDSS template images of the SDSS SN survey area go back
to 2001, proper motions are not negligible for some stars, and
allowing for proper motions significantly improves the quality
of the model fits to the data. Our first fit solves for stellar po-
sitions and proper motions using a subset of the SDSS r-band
images. For this fit, we take the initial epoch and subsequent
epochs separated by 60 or more days from the previous epoch.
To maximize the baseline for proper motion determination, we
use all SDSS data taken from the beginning of the SDSS survey
(2001) until the end of the SDSS SN survey (2007); this typically
gives us 10–20 images to fit. The stack of image subsections is
simultaneously fit for stellar positions (at epoch 2000), proper
motions, an astrometric solution for each frame, and photomet-
ric frame scalings between the frames. We arbitrarily adopt the
SDSS astrometric solution of the first frame in the list as the ab-
solute reference frame, since all we really care about is accurate
relative astrometry between the frames. This process yields us
a list of stars with accurate relative positions on the sky, proper
motions, and calibrated brightnesses. Since the fit only includes
stars, the proper motions are not absolute, but are only relative
(in the fit, we lock the proper motion of the first star to be zero);
after the fit, we normalize them so that the mean proper motion
of all of the stars is zero (but we allow for a proper motion of
the reference frame in the galaxy fit; see below).

For the astrometric model, we adopt the distortion co-
efficients measured by the SDSS photometric pipeline, but
solve for a full linear astrometric solution (six parameters)
within each of our subframes. For any frames where only
three calibration reference stars are available, we constrain
the astrometric solution to fit only four parameters for scale,
rotation, and offset.

Given measured stellar positions, our second series of fits
solves for the frame scale factors, Sframe, and the astrometric
parameters for each frame. These can be determined for each
frame independently, since all of the stellar parameters (posi-
tions, proper motions, and intensities) are held fixed in the fit.
Only frame parameters (which are independent from frame to
frame) are solved for; in these fits, there are seven parame-
ters (six linear astrometric parameters plus 1 photometric frame
scaling). A single photometric frame scaling value for our sub-
sections requires stable transparency over a time interval of
∼81 s and over a spatial scale of ∼800 arcsec. Based on the
residuals of stars across the field, we have found, to no surprise,
that the assumption of a single photometric frame scale-value
becomes less accurate under cloudier conditions. As a result,
we flag all frames where the photometric scaling is less than
half the expected scaling for photometric weather (allowing for
differences in airmass).

To identify frames that may have other problems, and to
assess the quality of the astrometric/photometric solution, a
final fit iteration is performed after the frame solution is
determined; in this final iteration, we lock the frame parameters
and stellar positions and fit for the individual stellar brightnesses.
These recovered brightnesses are compared with the known
brightnesses from the calibration star catalog. A subset of the

galaxy pixel model



Flux extraction technique
‣ And minimize:

‣ Fit all frames and bands simultaneously.  Galaxy 
model is constant in time in a given band.  SN is 
fixed in position, but flux is allowed to vary.

‣ Code performs better with more pre-SN images.
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of the brightest star in the field. A constant PSF gives an adequate
representation (in most cases) over the moderately small image
subsection that we use. In any case, there are generally too few
stars to derive an accurate PSF model with spatial variation. The
PSF representation is made using the PSF characterization of
DAOPHOT (Stetson 1987): a Gaussian integrated over pixels is
fit to the brightest PSF star, and the residuals from this Gaussian
are stored in a lookup table at 0.5 pixel spacing. The removal of
an underlying Gaussian minimizes the effect of interpolation
errors in the lookup table. For any additional PSF star, the
integrated Gaussian from the brightest star is fit to each star
individually, and the residuals are interpolated and added to the
lookup table to reduce noise. The PSF is assumed to be zero
beyond a specified PSF radius.

We then proceed to fit a model to the observed data. At each
pixel with coordinates (x, y) and in a given filter, the model for
the flux is given by

M(x, y) = sky(x, y) + S




∑

stars

IstarPSF(x − xstar, y − ystar)

+ ISNPSF(x − xSN, y − ySN)

+
∑

xg,yg

G(xg, yg)PSF(x − xg, y − yg)



 , (1)

where x and y are the horizontal and vertical pixel indices,
respectively, M(x, y) is the total model intensity (DN) at each
pixel, Istar is the known total calibrated brightness of each star,
ISN is the unknown total calibrated SN intensity, PSF(∆X, ∆Y )
is the measured fraction of light from a star as a function of
the distance of each pixel from the stellar position, G(xg, yg)
represents the unknown grid of galaxy intensities, and sky(x, y)
is the measured background value at each pixel. S is the
unknown frame scaling factor that converts the calibrated fluxes
to DN on each individual frame. The positions (xstar, ystar)
and (xSN, ySN) are the pixel coordinates of the stars and SNe,
respectively, which are derived from their celestial positions and
an astrometric solution for each frame.

The fits are weighted by the expected errors from photon
statistics and readout noise, using the gain (G; the number of
DN per detected photons) values for each camera column and
each filter as given in the SDSS fpAtlas files. We adopted
σrn = 5 electrons for the readout noise; technically, the readout
noise varies from chip to chip, but a single typical value was
adopted since it is a negligible noise source. Specifically, we
minimize

χ2 =
∑

xy

(O(x, y) − M(x, y))2

(
M(x, y)/G +

( σ 2
rn

G2

)) , (2)

where O(x, y) is the observed value at each pixel. Operationally,
we limit the model to include stellar (and SN) flux out to a
PSF radius of 5 arcsec from the center of each object. Due to
lower signal-to-noise in the outer regions of the PSF, only pixels
within a specified fitting radius (which is taken as 3 arcsec or
the measured FWHM of the PSF, whichever is larger) are used
in adjusting the fit parameters, but the contribution of objects
out to 5 arcsec is included in the model.

Since the model is nonlinear in the fit parameters, the solution
is iterated from a starting guess. Adjustments to the initial
parameters are computed using the full Hessian matrix, using
a Levenberg-Marquardt scheme. If the fit has abnormally large
χ2 after several iterations, the weight of pixels with large χ2

(> 2.5σ ) is decreased; this attempts to prevent bad pixels from
corrupting the fit quality. The fit is judged to converge when all
of the point source intensities do not significantly change in an
iteration.

The first step in solving for the model parameters is to deter-
mine accurate stellar positions for the stars on the calibration
list. The initial positions from the calibration catalog are aver-
age positions from the pre-SN template catalog. However, since
the SDSS template images of the SDSS SN survey area go back
to 2001, proper motions are not negligible for some stars, and
allowing for proper motions significantly improves the quality
of the model fits to the data. Our first fit solves for stellar po-
sitions and proper motions using a subset of the SDSS r-band
images. For this fit, we take the initial epoch and subsequent
epochs separated by 60 or more days from the previous epoch.
To maximize the baseline for proper motion determination, we
use all SDSS data taken from the beginning of the SDSS survey
(2001) until the end of the SDSS SN survey (2007); this typically
gives us 10–20 images to fit. The stack of image subsections is
simultaneously fit for stellar positions (at epoch 2000), proper
motions, an astrometric solution for each frame, and photomet-
ric frame scalings between the frames. We arbitrarily adopt the
SDSS astrometric solution of the first frame in the list as the ab-
solute reference frame, since all we really care about is accurate
relative astrometry between the frames. This process yields us
a list of stars with accurate relative positions on the sky, proper
motions, and calibrated brightnesses. Since the fit only includes
stars, the proper motions are not absolute, but are only relative
(in the fit, we lock the proper motion of the first star to be zero);
after the fit, we normalize them so that the mean proper motion
of all of the stars is zero (but we allow for a proper motion of
the reference frame in the galaxy fit; see below).

For the astrometric model, we adopt the distortion co-
efficients measured by the SDSS photometric pipeline, but
solve for a full linear astrometric solution (six parameters)
within each of our subframes. For any frames where only
three calibration reference stars are available, we constrain
the astrometric solution to fit only four parameters for scale,
rotation, and offset.

Given measured stellar positions, our second series of fits
solves for the frame scale factors, Sframe, and the astrometric
parameters for each frame. These can be determined for each
frame independently, since all of the stellar parameters (posi-
tions, proper motions, and intensities) are held fixed in the fit.
Only frame parameters (which are independent from frame to
frame) are solved for; in these fits, there are seven parame-
ters (six linear astrometric parameters plus 1 photometric frame
scaling). A single photometric frame scaling value for our sub-
sections requires stable transparency over a time interval of
∼81 s and over a spatial scale of ∼800 arcsec. Based on the
residuals of stars across the field, we have found, to no surprise,
that the assumption of a single photometric frame scale-value
becomes less accurate under cloudier conditions. As a result,
we flag all frames where the photometric scaling is less than
half the expected scaling for photometric weather (allowing for
differences in airmass).

To identify frames that may have other problems, and to
assess the quality of the astrometric/photometric solution, a
final fit iteration is performed after the frame solution is
determined; in this final iteration, we lock the frame parameters
and stellar positions and fit for the individual stellar brightnesses.
These recovered brightnesses are compared with the known
brightnesses from the calibration star catalog. A subset of the
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Figure 3. An example of an image subsection used to solve for galaxy background and SN brightness. In this third fitting stage, an entire stack of images, including
those with and without the SNe present, is fit simultaneously. The left panel shows the image before the model is subtracted, with a box around the SN; the right panel
shows the image after model subtraction.
(A color version of this figure is available in the online journal.)

4.1.1. Data Flags

For each SN measurement, we set a flag to allow for points
of potentially poorer quality to be recognized. The value of the
flag is a bitwise combination of multiple criteria.

1—Sky brightnesses more than twice median sky bright-
ness from the entire stack of images in this filter, that is,
moon or clouds;
2—FWHM of stellar images larger than 2 arcsec, that is,
poor seeing;
4—photometric scale factor less than 0.5, that is, moder-
ately cloudy conditions;
8—atypical sky variation: ratio of sky variation between
image subsections to sky variation within a subsection
significantly larger than the median of entire stack in this
filter (can arise under cloudy conditions);
16—large sky variation: large ratio of sky variation between
image subsections to sky variation within a subsection
(indicator of clouds, but can also arise from the presence
of a bright star nearby);
32—derived SN brightness fainter than underlying galaxy
brightness (measured using the PSF of the frame);
64—fewer than five calibration stars on frame;
128—rms photometry of calibration stars atypically large;
256—fit exceeded the maximum number of iterations, or
fit quality (from individual frame χ2 ) poorer than typical;
512—no calibration stars;
1024—photometric scale factor so low, rms photometry of
calibration stars so high, variation in sky brightness so high,
frame fit quality so poor, or global fit quality so poor, to
strongly suggest that data should not be used, that is, bad
data.

The highest quality points have a flag value of 0. Flag bits of
1, 2, 3, 8, 16, 64, and 128 are determined from the individual
frame fits before the global-galaxy–SN solution is determined.

Frames with any of these flags set are not used to influence the
galaxy model in the final fit, with the exception of flag = 16.
This flag can be set because of background light from a nearby
very bright star. In this case, the problem persists at all epochs,
and a result can be obtained only if these frames are used.

Most points with 0 < f lag < 1024 appear to be of good
quality, judging from how well they fit on the light curves. Bit
6 (32) flags points where the SN is fainter than the underlying
galaxy, and, as a result, applies to many points for objects buried
within bright hosts and to many late time points. These are the
points that are most sensitive to the accuracy of the galaxy
model, and are most subject to the possibility of systematic
error.

Observations with the 1024 bit set, that is, f lag > 1024, are
generally unusable, and should not be trusted. For applications
where only the cleanest (potentially highest accuracy) data are
desired, even at the expense of throwing away many apparently
good points, one might choose to only use points with f lag = 0.
The SDSS cosmology analysis (Kessler et al. 2008) uses
essentially all points with f lag < 1024.

4.1.2. Including Non-2.5 m Data in Scene Modeling

An important feature of the scene modeling technique is that
the model is independent of telescope characteristics such as
pixel size and registration relative to the model. It is, therefore,
straightforward to combine data from different telescopes in the
same fit. The same catalog stars can be used to calibrate the
response of all the telescopes.

In general, each telescope will have its own unique set of filter
response curves. As a result, relative photometry of objects with
different SEDs will differ from telescope to telescope. If the
differences in filter response from telescope to telescope are
small, then the differences can be parameterized by use of a
linear color term. For the non-2.5 m data, when deriving the
photometric scaling for each frame from the calibration stars,
we allow for a color term to be fit as well as a photometric zero
point. Since we expect the color term to be constant in time, at
least over an observing season, we adopt an average color term



Tests

‣ Stellar photometry -- fit field stars as if they are 
hostless SN.
‣ Pre-SN measurements -- 
‣ Fake SN --


